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ABSTRACT 

2 
Chance Constrained  (C  ) Programming and Linear Programming under 

2 
Uncertainty (LPU ) are Joined together in order to deal with different 

risks and uncertainties which arc commonly encountered in capital budgeting. 

This Includes payback period protection via chance constraints formulated 

to cover  (or bound) a possible loss of future opportunities during the 

payback period.    It also Includes liquidity requirements formulated pre- 
2 

emptlvely via LPU    to provide protection against possible cash  (or liquidity) 

shortages at specified times. 

The case of arbitrary discrete distributions Is examined and new 

formulations are developed which model economic, statistical, and technolo- 

gical decision Interdependencles.    Relations to geometric programming are 

indicated prior to reducing these formulations to zero-one Integer program- 

ming  (deterministic) equivalents.    Duality relations obtained from these 

formulations provide separate evaluators for yield,  risk, portfolio and 

liquidity effects of cash Investment.    Finally, relations  to "Balas-type" 

subsidy and penalty adjustments are noted. 



I.      Introduction 

This paper is a sequel to earlier ones JJi,^/ -'  which detailed some new 

approaches to capital budgeting under risk.    We may here recall that these 

previous papers introduced a Joint use of chance constraints (Chance-Constrained, 

or C  , Programming) and Linear Programming Under Uncertainty (LPUU) in order to 

provide new ways of dealing with risks in the different dimensions that are 

likely to be encountered in modeling for realistic capital budgeting.    The 

objective was to open new avenues for an operational approach to such multi- 

dimensional situations of risk which may be encountered in actual applications, 

and, sinult.ifieously, to achieve a possibly better understanding of common 

practices with regards to payback-liquidity.    To facilitate understanding, 

only the simplest types of situations were considered — e.g., only payback 

anc1 liquidity were considered to represent some of the different dimensions 

2 of .' isk and only the class of zero-order rules in C    Programming were treated 

in explicit detail.    The present paper is also confined to these as the 

simplest situations which can lend themselves to the kinds of understanding 

which are wanted at this Juncture. 

When the probability distributions of cash flows are continuous there are 

various problems of cemputation that remain to be resolved, especially in those 

caset. for which the distributions of cash flows are not normal (or log-normal), 

•ince in othi-r cases the precise nature of the deterministic equivalents,  if 

any., have still to be detailed when the kinds of constraints we shall consider 

arc assumed to involve arbitrary statistical distributions or classes of 

decision rules.    In seme of these cases one can utilize various devices of 

approximation, etc., ~ e.g., non-normal distributions mitfit be approximated 

by convex combinations of normal distributions--and, of course, various types of 
2/ transformations and reductions can also be employed.—' 

l/     flee also £(>J 

2/     See e.g., fizj 
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Howevor, size and computational effort will generally increase rapidly, and 

theoretical interpretation of results becomes difficult, as well. 

In the li^it of difficulties like these, it has seemed worthwhile to 

investigate other possible approaches and, in particular, it has seemed worth- 

3/ while to turn to discrete distributions,-'    Such distributions had not been 

2 h/ explored previously in C   programs,-'   althou^i, of course, they are of interest 

in their own ri^it as well as for approximating continuous distributions.^ 

Chance constraints which employ discrete distributions are especially attractive 

for capital budgeting since these are the ones most likely to be available 

insofar as any data on frequencies are available at all. 

We shall naturally be concerned with arbitrary discrete distributions. 

Furthermore, we shall show how one may utilize multivariable distributions of 

this form together with combinations of decision variables In ways which can ac- 

commodate    technological and economic interdependencies (substitutability, 

complementarity, etc.) as well as stochastic relations that may be of interest 

in capital budgeting.-' 

2/     See   e.g../V7 and/^SJ 

k/     Our attention has been called to certain work ^2^/ by W. Ralke in 
this area. 

5/     See flj 

6/     See /"6_7 for a detailed development.    See also Hllller /l5/ for 
comments and suggestions in a similar vein. 
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To obtain the  interpretations which ore of interest, these probabilistic 

7/ formulations will be reduced to certain nonlinear deterministic equivalents-' 

and then the latter will,  in turn, be transformed into a 0-1 integer (linear) 

programming equivalent.   Within the text of this article this integer program- 

ming equivalent will be interpreted somewhat loosely as an ordinary linear 

program and related to the work of Weingartner J^Q and others.    Accompanying 

remarks will provide needed qualifications and a tie-in to an appendix that 

relates this Cill to the exact duality characterizations provided by E. Balas 

^L_7 for 0*1 programming. 

We can now best conclude this introduction by noting that, for the most 

part, this paper is a summary which attempts to render previous results in a 

more compact and  sharper form.    Conversely,  the reader interested in more 

detail may refer to /3_/ and j_ 6_/ in the bibliography that is appended to this 

paper. 

7/     These can also be interpreted in terms of geometric programming.    Cf. ££] 
whore this in done and where the solutions und intcrprctationiJ arc also 

treated via the convcx-approximant procedure.", developed in [&J* 
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2.  Discrete Dir-tributioriB of Cash Flows 

To deal with capital budßetinß when the cash flows associated with projects 

are described by discrete distributions, we introduce some definitions and make 

some simplifications, as follows. Let 

x. . = the fraction of project i adopted in period j 

d. = chance variable for the net cash flow k periods after the start 

of project i 

(l) d . a the net cash flow at level s (i.e., the scalar value associated 

with the sQ.  level of cash flow) from project i, k periods after 

the start of the project. 

k k p .    = the probability of occurrence of d . si r » g^ 

T       = a prescribed payback period 

Q      = a minimum probability of payback—e.g., as specified by management 

d.      ■ the investment required initially for project i, assumed known with 

certainty, 

"E"    = represents the expected value operator, 

i     =!,....,!, where I is the number of projects under consideration 

j     = 1,...., J, where J is the number of decision periods under 

consideration. 

Figure 1 is illustrative of a set of such cash flow estimates as they might 

appear for an hypothetical project.    Note that the sample space we are dealing 

with is finite--i.e., these spaces have only a finite number of points—and 

hence the probabilities may be deolt with directly.    No mediation via density 

functions and corresponding integral expressions is required. 
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(Pgi)   0   1000   2000 

C ash flow in period i 

^si 

(d^ for s = 1, 2, 3) 

1000 2000 3000 

Cash flow in period 2 

(dg. for s = 1,  2, 3) 

Figure 1 - Discrete Probability Distributions of Cash Flows 
for an Hypothetical Project 

With discrete probabilities, the expected value of cash flow for a single 

project in the kth period after adoption is   ^  pk.    dk..    With multiple 

independent projects the expected value of cash flow in period k from all 

projects adopted in decision period J is simply the sum of the expected values 

ü Z   k  ,k for each project adopted, which we may represent as p".    d ,    x. ^si     si     ij 

by recourse to the notation exhibited in (l) above.    Acceptance of project i in 

decision period J occurs onOy if xi   ■ 1, \Aiich adds to this summation all of 

tiie payoff terms associated with project i.   Conversely rejection of project 

i in period J produces Xj. = 0 and tiie related terms are then excluded from 

the summation. 

We shall, as before, continue with an expected value objective subject to 

payback and related risk-control constraints.-^In the case of discrete distri- 

butions, there is a simplification in that the total probability of a payoff 

exceeding a specified level is found by directly summing the discrete probabil- 

ities of occurrence for all those outcomes which exceed the specified level. 

For example, considering Figure 1, the probability of the cash flow in period 1 

exceeding 500 is simply the sum of the probability of a cash flow of 1000 and 

the probability of a cash flow of 2000.    The probability of a cash flow in 

period 2 exceeding 500 is the sum of the probabilities of flows of 1000, 2000, 

and 3000.    With discrete distributions each cash flow level represents a 

8/    As previously explained in /~3_7 and L^J we ^S^rä ßucl1 a chance-constrained 
programming formulation for payback as reproncnLing u bound for dealing with un- 
ccrtrdntlos arioing from tho possibility of bettor profit opportunities materializing 
..nv^  o<.,..r, M..VM«.i.m »vr-ahnMl i Mor. rlurlnf some nrcr.cribcd time horizon. 
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probabillstic  event.    The probability of occurrence of any particular combination 

of outcomes  from a number of projects  and/or over a number of periods can be found 

according  to the rules  that usually govern  the computation of combinations of 

probabilistic  events.     In particular,   the multiplication rule which relates the 

joint,  discrete,   and conditional probabilities of two events A and B,  say, may be 

utilized in the  form 

PCAHB) = P(B) P(A/B) = P(B/A) P(A) 

so that no particular assumptions need then be made with respect to events -which 

have zero probability of occurrence „    This multiplication rule applies v/hether 

or not the events are independent. 

An application of the model to interdependent events requires only a 

determination of the relevant conditional distributions.    Also, we shall arrange 

our model, relative to the decision variables,  in a way that .\llows additional 

flexibility in dealing with either statistical interdependence, economic inter- 

dependence, or both.-^   E.g., if we are considering two projects, the probability 

of any particular pair of payoffs occurring in period k will be expressed as -' 

k     k p . p _ x.  Xp vAiere x. = 1 if a project is adopted, x. = 0 if it is rejected. 

Thus this expression will be equal bo 0 unless both project 1 and project 2 are 

adopted (x.. = 1 and x   = l)«    Similarly,  the probability of occurrence of 

specific cash flows from any group of projects can be expressed by product terms 

viiich can reflect a decision interdependence to any desired degree and which 

take on the appropriate probability value if all the projects are adopted and are 

zero otherwise. 

Now consider a payback-period requirement formulated as a chance constraint. 

A deterministic equivalent to such a payback constraint can be obtained in 

principle by first enumerating all possible combinations of cash flows during 

%]     A development may be  found   in /6_7 ^hich relates the former (economic- 
""       technological    interdopondoncios such as complementarity, etc.) to the 

latter  (statistical interdcpendencies  including portfolio risks, etc.). 

10/   To simplify notation we are omitting the subscript j associated with the 
' decision ixjriod for thci'.o variables. 
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the required paybnck period, T.    Consider the case of only one project, for 
v 

instance, so that we can omit the subscript i in our d ..    Those cosh flows for 

which the sum of the values d    for the random variables is equal to or greater 
s 

than zero--the outcomes, if any, which satisfy   /-   d    ^    0—arc the set which 

meet the payback constraint.    Since we have a probability associated with each 

of these d   values the product of these probabilities will be the probability s 

of a particular outcome. 

The process can be represented as a probability tree, where each final 

branch represents a particular combination of period rash flows and the 

probability of achieving that combination. 

For notational convenience, we define the quantity 

D    = the sum of a possible series of cash flows (d ) over a specified 
B B 

period T.    For example, each unique path throu^i the three stage probability 

tree (Figure 2) represents one value of D , e.g., for T = 3.    This is the value 
V 

determined by summing the values of d   from a mutually exclusive set of out- 
s 

comes.   Having enumerated the set of values for D   we can determine the 

probability of occurrence of each value as the product of the probabilities of 

occurrence associated with each branch. 

We will designate the probability of a specify   outcome D   as Pr .      As we 
s s 

shall see this identification is in the nature of an isomorphism vAiich permits 

us to replace the constraints on the d   with constraints on the probabilities 

only, relative to      c£    .    The set of possible outcomes is a finite set which 

we have indexed over s, and we may partition this set into those s for which D s 

equals or exceeds a specified level and those for which it does not.   E.g., we 

may specify the set 

S =   |S!      Ds ^   oj 
as the set of cash flows over T periods which is non-negative (i.e., meets the 

payback requirement). 



. 
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Figure   2% 

A Throo Stage Cash Flov Troo 
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For any set of D   we determine the probability of achieving some specified 
s 

value by summing the Pr   associated with the set of D   which achieve the speci- " s s 

fied value.    Therefore: 

i*g     Pr    = the probability of achieving payback if the project is adopted. 

We now turn to ways for simplifying the analysis by observing that the final 

branches of the tree, that is, the total set of D   values, can be divided into 
s 

two exhaustive, mutually exclusive sets - namely, those outcomes which meet the 

payback constraint (D ^ O) and those which do not (D ^ 0). As a direct conse- s "' s 

quence of this, we can write the payback constraint in two equivalent forms. 

E.g., we may write 

\Aiich represents the requirement that the probability of achieving payback must 

equal or exceed (X   , where 04 CX^l is a prescribed measure of risk or 

probability and x, a scalar, represents the decision variable viiich is applicable 

to.this one-project case.   Alternatively we may write 

IL pr *£(i- a ) < 1. 
s^S 

(2) 

\diich is the complementary requirement, viz., the probability of not achieving 

payback must not exceed 0 £   (l - Ct   )     <1. 

We now define this probability fore <o    a8*- 

L P =   tV   Pr = the probability of not achieving payback if the project s ^ b s 

is adopted. 



-10-

In any event we have achieved o simplific~ t:ion for the cnse of discrete 

distributions in that we nm-1 need to deal onl;)• '1- ':i.th this or.c linear constraint 

o.nd thereby eliminate the double inequality (nonlinearity) thnt is o. part of 

the chance constraint in the case of continuous distributions (See ~3_7).1~/ 

(3) 

We may now for~nlly proceed to write 

Max . . z L: [ k dk 
~m~ze = k=O s Ps s x 

Subject to 

(a) 

(b) 

p x~ 1- a 
L. L. Q_ x- 1, x an integer 

s an ordinary 0-1 integer programming problem for this one-project case. This 

model is deterministic but, of course, it is too simple to bear tbe weight of 

further extensions to multiple-projects · and other types of risk 

constraints . On the other h and, we shall soon see that even these more complex 

a ses can also be reduced to 0-l deterrr.inistic equivalents and have the 

. tructure of this one-project problem • 

LJJ Although we have, for the sake of simplicj ty, developed this example by 
· ssuming that the cash flows in any period are statistically independent of 
those in other periods, this involve~ no real loss of generality, at least in 
principle, since the method ca n be extended to statistically interdependent 
istr ibutions where cash flows are dependent on the cash flow levels occurring 

i n pr ior years . Such an extension requires only that th~ relevant distribu­
t ions be estimated and hence a dds no conceptual or representational problems, 
nlthoucn , of course, it does require extensions of the computatioRs by such 
prior a nalyses and reductions as ~y be necessary to secure the p i values for 
e ach interdependency >etwcen the d . • 

8 

s~ 

If cash flows arc dcpcnu.ent on cash flow::; in prior years, then the rele­
vant probability di s tributions to use for cash flows in periods k = 2, 3, ..• , 
e tc . are the conditional distr ibutions of cash flows. Th:s means that in each 
,>C r ied there may be a s many distributions to estimate as there are discrete 
l evels of cash flovr in the pre vious period . For instance in the tree 2diac~ram 
(Fie;urc 2 ), the di s td but ion of cash f low ~urinG t~e se1ond period {d ) yould 
ave to be es timat cd ~ep~ately for d = d , for d = d , and for d = d • 

This '1-/ould not ehanee the numbe r of. pos:;ibte outcomes (fl,;e size of the tdtal 
"et of D~ or branches on the tree , nor the computation of D,.,' and .P . The 
probauil1ty of u pn.rtjf{ulur ouLcome , D,,, is still fowld by multiplyine the 
probabHHic::: of the dsi of' wh :ich it in canprised. 
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3«     Extension to Multiple Projects 

Having examined the single project case and some related interpretations 

in a very simple context, vre now proceed to more complex cases.    In particular 

VB extend the model to multiple projects, v/hile allowing for cross effects 

between projects in a variety of ways. 

At this point it is well to reiterate the general setting in which we are 

exploring the problem of capital budgeting under risk.    The firm is faced with 

a total of I possible investment projects, identified by the subscripts i =* 1, 

...,1.    It has made estimates of the cash flows associated with each of these 

projects, and has described these cash flows in the form of discrete distribu- 

tions.    It wishes to plan its investment program over a specified horizon of 

J years, and will commit itself now to the projects it will initiate during 

each of these J - 1,  ...., J years (i.e,, we are supposing that a zero-order 

decision rule applies), -' 

In order to protect against the uncertainty of possibly "even better" 

investment opportunities arising, it is assumed that a risk reduction is made 

via a payback period constraint or policy.    In particular it is assumed that 

tile applicable policy is formulated so that the portfolio of investments under- 

taken in any year must have a probability CC of reaching a total non-negative 

cash flow within T years.    This will hereafter be referred to as a portfolio 

payback requirement and the related "opportunity risk" coverage it provides 

will be distinguished from constraints formulated to provide protection against 

12/    Cf. ^97. 
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still othor typcc of rick.    (For Inutonco a conr.trtiint dcol^nod to maintain a 

specified minimum level of liquidity at prcccribed points in time will also be 

utilized in the form of a "solvency requirement'v4iich is to be met with probability 

1 at th^ end of each period.) ^ 

We now develop the probability expressions needed to extend (3) for the 

deterministic equivalents of this more general problem.    Tlie probability of 

any particular series of cash flows occurring during the T years following the 
T 

initiation of a specific project ^JJ-.   p i, ttie product of the probabilities 

of each of the individual cash flows »hich comprise the series.    By summing 

the probabilities of each of those mutually exclusive series which achieves 

the specified outcone (i.e., for non-payback those \*iich fall in the range 

D  Z 0) ve obtain the probability of achieving this outcome if any one project s 

is adopted. 

We shall hereafter assign a subscript to P vtoen we want to indicate its 

association with a specific project.   Clearly, we m     than apply the method 

presented in section 2 to any number of individual projects, thereby determining 

the appropriate probability of non-payback (P.) for each. 

If more than one project is adopted, however, the joint probabilities must 

be coi   idered in case either a)projects are statist:;  ally interdependent, b) the 

payback requirement is to be applied on a portfolio basis, or c) both these 

conditions apply.    Recalling that b) follows from our interpretation of payback 

as a risk constraint designed to hedge (via an inequality) for the possibility 

of lost opportunities, it then also follows that ve  should undertake consideration 

of the joint interdependent probabilities. 

13/   Still other types of risk may involve a use of posture constraints either 
at prescribed points in time or at the end of a planning horizon.    Such horizon 
posture constraints, wo should note, can be especially useful in establishing 
inequality bounds on beyond-tiic-horizon opportunities (or requirements) by 
reference to the full detail that is available from \/i thin-the-horizon components 
(including the duul evaluators) of a model.    Thus, here again, an alternative 
(or complement) for the use of a single summary discount rate is available to 
take account of bcyond-ÜiC-horlzon considerations. 
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We proceed to furtlicr details as follows.   The definition of D    is extended 

to include the outcomes resulting from adoption of more than a single project. 

Observe that (d^.), the cash flow at level d1 for project A, may occur in com- 

11 1 bination with a cash flow level of d,, d-, or d^ from project B.   We can, for 

each pair of projects, again determine the set of all possible outcanes vAiich 

achieve a specified level, and express this as. 

SAB=       (Si      V   0i 
\diere the subscript identifies the pair of projects which define the set S. 

that is of interest.   We establish the non-payback probability of this set by 

taking the product of the probabilities of each possible pair of cash flows in 

the initial period times the product of the probabilities of each possible pair 

of cash flows in each succeeding period throxi^i T.    Then we sum these proba- 

bilities over all the final outcomes for which the total cash flow achieves the 

specified level (i.e., for non-payback we sum over all outcomes for which total 

cash flow is negative).    If we then multiply this probability by x. Xg, we have 

an expression for the probability of not achieving payback from a program con- 

sisting of only projects A and B.   Observe, however, that >*ien either x .= 0 or 

Xg =s 0, these Joint probability expressions take on a value of zero.    It takes 

on the appropriate probability value only when both projects are adopted (i.e., 

when x. = 1 and xB = l). 

Recall that we want to consider the entire distributions of relevant 

probabilities.   Hence it is not sufficient to stop with this two-project case 

as we could do if we used only variance-covariance  (or semi-variance) -' 

measures of risk.    To bo able to consider any finite number of Joint-project 

possibilities, wo therefore proceed as follows.    To obtain a function whose 

value is the probability of achieving a specified outcome, we further sum a 

series consisting of the probabilities associated   l) with each individual 

project,    2) with each pair of projects,    3) with each triad, etc. 

ihj   Gee, e.g., H. M. Markowit?, ^o/. 
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TMc is all timt need« to be said in principle since the general path of 

development is now evident - - viz., as in the two-project case, associating an 

x. with each term, as appropriate, assigns a value of zero to any term including 

a rejected project, etc.    Per contra, each term which includes only accepted 

projects (x. = l) will have a non-zero value, so that we thereby allow for the 

statistical (and other) dependencies üaat are appropriate via this mode for 

model development.   Appendix A detail.', the development of the appropriate 

probability expressions, 

k.      Linear Programming Models Under Certainty 

At this point we may put these preliminary developments to work in a way 

that will help to relate this to some of the work for certainty models as 

previously developed by Weingartner in /31/ in order to advance the state-of- 

the-art of capital budgeting theory and practice.    This should help to illuminate 

a train of developments that relates back even to f^'^J as well as subsequent 

developments in financial-budgetary planning« 

Thus in these developments we shall follow Weingartner's initial develop- 

ments and avoid dealing with any integer requirements in our interpretive 

discussions»    The latter will then elaborated subsequently in an appendix. 

In moving from certainty models of capital budgeting we want to show how 

a risk extension modifies such a certainty model and, in particular, how it 

modifies the criteria by which an acceptable project may be defined.    In this 

way we shall see how the presence of risk imparts some new interpretations of 

the capital budgeting problem.    For instance one analysis of these portfolio 

risks will help us to point up the possible inadequacies of approaches which 

propose the application of a "risk r-xljustment factor"  (e.g., the application of 

a hi^ier discount rate) to individu/J. projects.    Other interpretations will, be 

used to distinguish between yields and risks on individual investments and their 

related portfolio effects as well.    But, in any event, it will be well for us to 
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use the work of Weingartner as a framework in order to relate these materials 

to the preeeding work that he has succeeded in incorporating in his  models. 

15/ We turn to one of Weingartner's "final" modsls   *•*  in which funds may be 

borrowed but at Increasing rates of interest as the amount of borrowing 

increases.    We shall assume that the firm may invest any surplus funds it wishes 

at some rate of interest equal to or less than the minimum borrowing rate.    For 

simplification, it is assumed that borrowing and lending are accomplished by 

means of "renewable" one year contracts.    The objective is to maximize the value 

of the firm's assets as of the planning horizon, an represented by the value of 

physical assets and cash.    The funds available to support the investments are 

determined by the cash throw-off of the firm's existing resources each year. 

In order to present this model, we let 

D. = the funds anticipated to be generated by the firm from operations 

in year j of the resources the firm currently controls; or 

equivalently anticipated throw-off based on continuation of the firm 

but excluding revenues to be derived from investments which the model 

is designed to determine, 

r   = the interest rate applicable to the n     step of the (marginal) 

(1+) supply curve. 

w . = the amount borrowed in this n  step in year ;), 
th 

K = the upper limit of the n  step. n 

d. = the value of all flows generated by an investment subsequent to 

the horizon —'   discounted at an appropriate rate of interest, 

v. = the amount available for lending in year j, 

r, = the rate of interest available for investment funds, 

15/   See £vji PP. 168 ff. 

16/   This follows the development provided by Weingartner rather than the 
horizon posture constraint alternative that was footnoted on pageio. 
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Tliot», utilizing these definitlona together with those of (l), this version of 

the "Wcincartncr Capital Budgeting Model" becomes 
1 A N 

I       di Xi + ^ -        t Maximize V        d.  x.  + v. -        V       w - .U i    i       J L nJ 

Subjeet to 
I N 

(a)    r (-d, x.) + V, -    I       wnl£ D, 
H1 n=a N 

(b) y      (-dj x.) - ( 1 + rL) v^^ f v^ +   ^   (1 + rn)   v^ * 
£Si N 

ntl       ^-    J' 
(c) w -^  Kn j ■ l,...,Jj n ■ 1,..MN 

(d) 0£ Xj^ £ 13 i « 1,...,I 

(e) v., w.^ o j = 1,...,J; n = 1,...,N 

Constraint (5a) requires that the net eash outflow of the projeet from its 

first year of operation plus surplur. cash at the end of the year, less the 

amount borrowed, must not exceed the cash throw-off from present operations 

during the year. -"    Constraints (5b) apply a similar requirement to the subse- 

quent years within the horizon period, adding the interest earned from lending 

or paid for borrowings 

The rates of interest are associated with steps in a marginal cost of funds 

schedule and are ordere that r    *.£   r   <£  r J,,    This relation between the 
n~l       n       n+1 

rates of interest on adjacent steps eliminates the necessity for stating lower 

limitsj  since  Die altern ■!  ve to borrowing at a rate r    is borrowing at a lower, 

hence preferred;, rate r    «Hth s^  m.    If borrowing at rate r    takes place it is 

because the lim'tod amo- at available at lover rates has been exhausted. 

■7/   To simplify notatio     re have; collapsed the initial investment d.  and the 
cash flo\   generated du:: ■   ,   the  first year into a single value, d.. 
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The dual problem to (5) iß evidently 

I A 

Subject to (a)    V      -^j   d|     +      ^ 2 d^ i=l,...,I 

(b)   A.   ^1 
J 

(6) (c) -^   +    KnJ ^    -1, n« 1,...,N 

(d)   Xj   -(l + rL)       ^d+1^0 j«l,...,J-l 

{e) -L     +(l + r)        ^j+1   +  ACnf 0 j = 1,...,J-1       n«l,...,N 

For any accepted project (i.e., x. > 0), (6a) will hold as an equality as 

a condition of optimality.   Thus, still following Weingartner, we obtain 

"i = K *i  ki 
From this we see that for accepted projects /A. ^0 is simply the discounted 

sum of cash flows subsequent to the horizon plus those up to the horizon asso- 
*• 

ciated with a particular project, i. The discount rates, A.. , are compound 
j 

interest rates for (j-j) periods at the appropriate period rates.    As Weingartner 

shows,—'   the appropriate period rates are the marginal rates incurred (or earned) 

during each period.    The criterion for project acceptance  (when projects are 

technologically independent) is that the discounted value of the project as of 

the horizon  is equal to or greater than zero, i.e. 

J * 
A 

j-1 

18/ Ibid..  pp.   171-172. 
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5.    The Extension to Uncertainty 

With these developments and interpretations in mind, vre next extend the 

Wcinßartner model.    First ve regard the cash flows as stochastic in nature 

so that     the amounts of borrowing and lending must also be regarded as 

stochastic rather than deterministic variables when the plans are being 

formulated over the indicated finite horizon.    We also add a payback constraint 

on the projects selected, in order to constrain the possibility of missed 

opportunities to a desired (inequality) risk level.    We still wish to maxirni ;e 

the value of assets as of the horizon year, but since this, too, is a randc 

19/ variable, we can select from a variety of possible objectives '*■'  and try tc 

maximize its expected value.    This model is then similar to the general mo;'   ! 

we presented in £"kj, 

20' 
The payback constraint we shall consider can then be formulated as -■ 

T I 
rt)      pr   (jr   j   d^x z o)<i- a . 

k=o     i=l       1   1 

Utilizing the developments in Appendix A we may write the determinifc-1 

equivalent to (7) as 

I 1-1   I 
Y      P.    x.    +   7      Y Q./?   x.    x.^   + 

(8)            l, p L           i;p            Vm   Xi   X/  Xm   + 
i=l x=i+l      •mt=i+2 
1-3 1-2      1-1           I 

X *%          I            T.                \MXi   XI   Xm   Xn 
i=l /=i+l   m=i+2     n=i+3 

+ +        ^.23...I     Xl   X2    X3    '   '  ^I-     1'C' 

viiere P and Q identiiy non-payback probability expressions as defined in 

Appendix A. 

12/   See e.g./9_7 

20/ Other p.'iyback constraints (e.g. in bank type mortgage ammortlzation schedules) 
could also be utilized to handle partial (interim) payments. Gee jHJ 
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To roduce the above constraint to an integer linear equivalent vo proceed as 

follows,—-'  DIG set of all possible combinations of projects is a finite set 

\4iich we index over h.   M   /"hj/ identifies one of these (2 ) combinations con- 

taining   exactly m.   projects.    We then replace each product   M   X.    of two or 

more decision variables by a single variable y,     defined by 

h if M fhj       i 

\Aiere we also require the simultaneous satisfaction of 

(9) I "i ^ K-1)^. 
i 6^ M   fhj 

and 

(10) I xi   ^   mhyh 9 

i C M   fhj 

with all variables required to be 0, 1 integers. 

To see that these new constraints in the variables y.     produce an enlarged 

problem \Aiich is equivalent to the original problem, we first observe that for 

each product expression in the original problem we have introduced such a y.     as 

a new variable.   But now consider the constraints \ghich relate these y.     values 

to the original x.    variables.    If all the x.    in a specific product expression 

in the original problem have a value of 1 at the solution, then the corres~ 

ponding y,     must have a value of at least 1,-since under these conditions 

\4iich, with (9), gives 

or ^^ - yh 

On the other hand, we cannot have y,    ^ 1 since, with all x, . = 1, the con- 
' ''h ' ij        ' 

straints  (10) give 

^h ^ Vh 

or ^^ - ^h 

20a/    I.e.,  wo proceed as In JßJJ and /3_7 
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Bmc x^   ■ 1, all i, implica y.    » 1, and convorr.oly, \Aien the x.    are restricted 

to be ut valucü of 0 or 1 only.   Simllwly, if any of the x.    in a specific term 

have a value of 0 at the solution, then the corresponding y.    must be 0, fince 

in this cane 

ifM  AJXi ' % 

v4iich with (lO) requires  that 

But then since y.     is restricted to non-negative integer values, it follows 

that this last condition implies y,     = 0. 

Applying this transformation to constraint    (8   ),we replace each product 

expression containing more than a single decision variable by a new variable y. 

and adjoin two additional constraints for each such unique product expression, 

Dius we obtain for ( 8   ) 

(a) li Pix*+£ ^ - (x'a) 

i C M fhj    i       h ^ 

M "£   ^ -,xi + inh yk- 0 

(d)    x.   , y,     are integers 

For verbal compactness, the transformed version of the original constraint 

(lla) will be identified as the original constraint and the two sets of 

additional constraints (llc,ild) will be referred to as adjoined constrain! 

Hie unity upper bounds are always understood as being involved in the origD na. 

constraint set, and these are never altered unless otherwise noted.    —' 

21/ For clarity wo  index the constraint coefficients associated witii product  beiins 
(Q    ) over h = 1..,.,H.    H has a maximum value of 2    - I - 1, consisting of 

C^ /a I(T-1)|     second order terms, C^  /=l(l-l)(l-2) ]    third order terms, eti 

to a single 1     order term C-.    Tliis maximmn value is attained only when all 
possible combinations of the I decision variables appear as products in the constraint. 
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A modification of the Weingartner     Capital Budgetinc Model can make a 

closer contact with our own earlier model ßij by utilizing the definitional 

nature of the lending and borrowing constraints (^a and 5b) to transfer both 

conditions into the functional.    For the deterministic case this will reduce the 

-, set of constraints and hence has some virtue, perhaps, even in the deterministic 

case.    For the case of liquidity risk it also allows us to utilize an LPUU 

formulation that captures the essentials of this kind of risk dimension without 
2 

having to forego our previous C    Programming formulation of opportunity risks 

as a way of bounding future uncertainties in these dimensions via a risk 

inequality. 

Under the rules of LPUU, as formulated by Dantzig /IS/,  it is assumed that 

a multi-stage process is available under \Aiich one may first observe the out- 

comes of the various d. and D. in each period, and then, afterward, one can 

choose values of v. or w,   vhich satisfy      (5a) or (5b) as an equality.    Thus, we 

now consider constraint (5a) with the d. and D.. as stochastic variables.    Then 

we rewrite this constraint as, 
N I 

v, -    I      wnl £      £    d. x. + D1 

n=l i=l 

Since either v. or ^   w . (or both) will be zero, at an optimum, we may utilize 1      —<n   nl 

the developments in j[lOj to express v.  and   2- w
ni 

as 

\ 1     1 I v, = max      1 0,  (     )     dt x, + D, ) f 

• 

. = max      ^0,  (     )'   (£ x   + D   ) I 
1 L ^   11       x    j 

and    ^    wnl   = max      ^ 0, ^    - ^ v   - T»   V. 

If we then associate the relevant interest charges with these expression^     rc may 

transfer them to the functional where the expected value operator» will redueü 

them to deterministic expressions.    We may then treat constraints (5b) in 

analogous manner and thus arrive at a new problem, which is a deterministic 

equivalent of (5). 
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Wc will first develop a deterministic equivalent for the situation in 

which borrowing at a fixed rate is possible, but in which lending is not 

possible.   The amount of borrowing in any period will, be given by 

(l?)     Kj   =   max \o' <■ ^ aixi ■ v(i+r)vi - v^j 
where the d. and D. are stochastic variables,    w. , and v. ., of course, can bo 

i-1 expressed in terms of the dV    ,    D. ,,w. 0, and v. „, and the expression for   r. 

may be developed recursively, since we may assume w    (the initial outstanding 

borrowing) and v    (the initial stock of surplus cash) to be known.    Since,-, as 

we observed earlier, borrowing will not ta1:? place unless the cash flows require 

it, w     a   0 when the quantity 

I 
( - I 

1=1 
4i*i - D

d 
+ (1+T)Vi "V 

is negative.    We may thus again utilize the developments in fLoJ to expresi 

borrowing in a given period as 

dB)      «, = *(    -^ ljxi   -   D     +   (l+r)   w        -   v )   + 

I 
i=l 

£   x.    -   D.    +    (l+r)    w. .    - 'M 

where the vertical lines indicate an absolute value. 

Expressing w.      and v        in terms of the recursive relationship define( 
J " -L J '"•L 

by (l3)) we  obtain 

w j = iH   <* D.    +  (l+r)    \ J-l (-1 t-r xi D    M 1   r) w 
j "■ •■■ J  '- 

- v 
1 . , 

J    + Td1?"1    x,  - D,  , +(l+r)    w.      - 
-2'     j i   1       1      0-1 a-2 'J-2 

(Z i !'j    x.   - D:!"1-(l+r) w. ,, + v.  0) + 
1        d d-2        0-2' 

1 

J 
d-i Ed?"    x.  + D 

|-   1        1        i- 

-(l+r) wd-2 + v^J +i- i" d?  x.   - D.    + (l+r ) i 
v    i    1        J '  2 (  - ^ dJ 

] 

2In/ This  involves a Rcneralization of  the theorems in  [10]   in  that   (a)  the     oefficicntr 
arc random variables  and   (b)  an extension of "2-stagoM LPU2 is involved here. 
(We previously also utilised  this  same generalization in  [4]  but failed  to note 
' *■   iw.JMW „r  that time.) 
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^ ai'lxl + »M - (l+r)wJ-2 + Vi-2 

-1 4'1 xi-DM+(1+r)w3-2-v 
J-2 

Wj = ilr/2 j I      af1 xi + Dj^ - (l+r) w^^ + ^ 

Ci+Lj    (-1   4"1 xi   "    Vl   t(l+r) WJ-2 " VJ-2) "   I    4   xi    " 'V 

*i •/2 

l 

.1-1 
I   i     Xi   + Dd-1    -(l+r) WJ-2 + V

d.2 

■J-l (_2« ) (-^ ^r «i - Vi+(I+P) vz ■ v ■ £ dixi J x.  - D   I 
,)   I 

To achieve further simplification, we observe that the interest term contricul 

at most a small fraction of w..    Consequently, we may approximate w. by —^ 
J * 0 

M vr^-X   i'i-**-   ? drxi-Vi+WJ-2-V2) i J-2        J- 

*i -E    djxi   -D 
3 

I    df   xi   - D       + «   2 - 
J- 'J-2 

Expressing w.      and v. p in terms of the recursive relationship (13) introducei 

i-2 the d^       and D       into the expression for w ,   Following tiiis procedure 

recursively to the initial period, we obtain 

CLlf) i v^4(.L£     ^ DJ + w   - v      ) + j       o       o    ' 

i 
^ 

dj x. - D. + w   - v 1   i j       o       o 

In other words, if the sum of the total net cash flows from new proved 

and the existing operations is a negative quantity (i.e., a net outflow) U 

the firm must borrow an equivalent amount of cash.    If the sum of the fltn:    ii 

positive (i.e., a net inflow) then borrowing will not take place. 

22/   This approximation eliminaten the "generalized hypermedian" terms.    See, e.f*., 
"A.Charnes, W. W. Coojxjr, G. L, Thompson jjßj for a diccusr.ion of nudi   hyperracdlana 
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Rcflcction on Ü-H) will reveal that borrowingn expreccecL in this form are 

nothinc other than a liquidity constraint, \dierc the minimum liquidity level is 

identical to initial cash holdings (i.e., L. = Mo, for all j).    Consequently, ve 

may transfer the expression for borrowings to the functional in a fashion 

analogous to the one we formulated for fkj*     We may express the interest cost 

for a given year as 

(.  y y    d^ x. - £; D. + w - vo) + 
T   1"^ i    i      V     0       o       o 

r 
2 

i 

r Z   I   «^ x. - V   D. + w   - vrt 
^Y11^       0      0 

\ftiere r is the average rate paid for that year.    Ihe total available cash at the 

end of the horizon will be approximately 

CL5) .d j    i 
y   y      dj x  + 

d=i 1=1 "     j-l f.°> 
j 

(-^Z^i-  I   Dt + Wo-Vo^ 
5=1 L   t=l i=l 

1 ^ 4 
t^L    i=l     1 1      t« I D^ + w   - v too 

if borrowing takes place only at the lowest rate. That is, cash assets will 

be the net cash flow resulting from existing assets and new investments less 

interest charges paid out on borrowings. When borrowings must be obtained at 

successively higher rates, we must have an interest ':erm for each ratec For 

example, if borrowings in excess of an amount K. must, be made at raterp ^ r^. 

then the interest term in (15) becomes 

(15 

2   J L      t i 

x.-V D+w -v ) + 
i  ^  t   o   o ' 

t 
-v y d^x. - 

t i 

1 D,. + w 
t   t   o 

- v 

i y- Y. 
J 

d,x, - y    D - K., + w 
i i  t-  t   1  c 

t 
v ) + 
o ' 

I   T. 
t   i 

dixi- I D. - K, + w - vrt t   1  o   o 
J 
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The second part of this exprecnion  (15.1) equals 0 for all values of borrowing 

up to K- and reprosonts the actual borrowings times the interest premium for 

all borrowings which exceed K..   A similar expression will be required for 

each additional level of interest rates which apply. 

We may now express the deterministic equivalent of a risk version of 

( 5)    (in which we define r   = O), viz. o 

(   Z   d x + 1 1; dJ
x + 1 Maximize E    ( (      L      cL. x. +  51   )     d^ x.  +   L     ^ J 

^      rn-Vx       i^-   Z    l      <--     t     VKn + wo.vo) + n-1 2 0-1 ^        t=l   i=l t=l 

u   L      i.    ± *-• t       n        o        o     V 
t=l i t=l I   / 

Subject to    (a)     Y.      Pi xi +   T    Si yh    - (:L" ^ 
i h 

(b)    0^ x^^^ 1, i a 1,..., I 

(16) (c)     £ xi ■ »h - V1 

iC M/h.J h = 1,..., H 

(ä)—I x. +mhyh^  0, 
i £ M /hJ 

(e)        yh^ 0 

We observe at this point that this is similar to a portion of the development in 
00 / 

fh^J>' J  (with  bhe omission of a horizon posture constraint), where we have l) 

added the horizon values of physical assets  (the d..) to our objective function, 

2) represented the cash flows generated by operation of existing assets by a 

distinct variable  (D.), and 3) collapsed the initial investment (d..)  into the 

total first year cash flow (d1). 

?2L/ Sec model (8.3) in fkj 
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The payback constraint appears as (l6a) in a form that is consistent with 

discrete distributions of cash flows rather than in the continuous form.    Thus, 

we see that our basic model formulated for continuous variables in /~^_7» 

althou^i  it was developed from a consideration of the basic elements of the 

investment problem,  is in fact a logical extension of Weingartner's model to 

include multi-dimensional elements of risk. 
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We now turn to the development of the dual to (l6).    In order to accomplish 

this we must take the expectations of the absolute values of certain random 

variables of discrete distributions.    Although the notation is complicated, we 

do obtain a linear programming equivalent to (l6).    We turn now in the follow- 

ing sub-sections to develop this equivalent. 

5.1   The Assignment of Discrete Probabilities and Their Joint Distributions 

The discrete random variable d.  is to be defined by the following notation, 

(17) d^ =        / d^ j   with probability P^j ^  0   for all     kJc/Ci 

The symbol k.  ranges over the finite index set K*l   and in this notation 

) pj.j    =   1   for any i and j. 

wd     i 

Similarly the random variables D. are given by: 

(18)   D.    =    ^ D.s   with probability    P.s ^ 0    for all    s £ 3^ |    . 

Here SJ is an appropriate index set for D    and we require   Z^ i    p     = l 
J r.fSd      Js 

for each j. 

For each j define the following cartesian products of index sets: 

i =   JJ- ist 

i£t£d 
l^iH 

and 

(19)   K.i=   TT K 

(20)    V    = h S  . 
1<  t < j 

We shall denote elements  in  Kj  by k^    and elements in    SJ     by    'sK    Thus, 

associated with any index point   (k^,   sJ)  is  the outcome 
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( d^l,...,    4kl» d2k^--#»    4^""    d^'--"    ^k^ls^'"'   ^s5 

with probability 

(21) Tf 
1 

Pts 

l^i^-I 

assuming, vithout loss of generality,  statistical independence. 

5.2   Evaluation of the Expected Value of the Absolute Value in Terms of 
Discrete Random Variables 

The variable part (with respect to decision variables x.,    l£i< l) 

of the objective function in (l6) is the following: 

I   T        J J    J 

i-l   L    j=l —5    i=1  4.i=1 2    d=l t«l 

x. 
1 

N 

E   (E     rn ■ rn-l   E 
2 a=x ! n=l 

d 1 j 
-V1 V d^x,   -)   D.   ' K,   + wft - V 

/_, / . 1 i    c~i t       n       o       c 
t=l i=l t=l 

vAiere we assume that the d.'s are constants, 
1 

For each n we immediately obtain the following expectations in terms of the 

discrete random variables: 

j 

{21) L / . 
„\ 

j       I 
r -. 

1  i       L4 

J    ( 

L 

t=l    i=:l ^=1 

D    - K      + w    - v 
t no        o 

S^  r'  SJ 

J"1 'rJ' T'J 

/       /     d.. tx.       /     D. 
*—<    ^ ^     ik.   1       6-''     ts. 

i=l    t=l        i t=l        t 
K      +    w      -    v^ n 0 o 

77 P.,    TT P. ik, ts.. 1 t 
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Thc right hand side of (23) is a sum of absolute values of linear terms 

with all probability "removed".  Thus, this expression is of the form, 

(24) E  ^ 
a   a 

for each n,  summed over a large  index set.    Where   C  Generally represents  terms  such as 

those apparent within the absolute values of (23).    Now the objective function equiva- 
n 

L 
a 

n 

lent of   (22)  incorporates   (with  appropriate additional  factors)    - 

in its maximizing form.    Therefore we introduce a variable      Z 

f 

a 

unconstrained in sign, for each n, and require the form: 
n 

(25) 
n   *—• 

a 
^ 
a 

< 0. 

We are now in a position to give a linear inequality system of supporting 

hyperplanes for inequality (25) which takes the form: 
n 

(26) - < + ^ ± £   < o. 
a     a 

for all possible assignments of + and - signs to terms in the summand. Thus, 

if there are Q terms in summand (24), then there are 2 such assignments of 

+ and -'s and hence 2 linear inequalities in the system (26). 

Returning now to the particular sum (of the general form (24))of interest, 

namely (23), we see that there are precisely 
J 

Q =  Z   ^ (27) 

summands where 

j-l 

rj 

SJ 

^1 
■ the number of elements in A^    and  similarly for 

S  ,    We shall denote these orderings of + and -'s by 0 and  index these functions 

by the variable u,  1 < u < Q.    Thus,   following the general developments of   (25) 

and   (26)  applied  to  (23) we obtain  the linear inequality  system for each n 

J r j 

(28) '       0     (^,sj)  -  ) V   dj.tx.     -Y   D, 
t~»    / ..      u  v I'      ,     L-,      /„,     ik.   i      £-     ts, 
j-i p L   i=l    t=] 

K   + w    - v 
n        o        o TTPJ. tTTK     -Z < 0 ik        ts       n- 

~\ 

for 1 < u < Q. 
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^.??..l Fm^ther Simpllficcitlons;    Signum Random Variablei 

It would appear that (28) actually involves expectations of random variables 

closely related to the d.'s and the D  's via the assignment of + and - signs. 

This is precisely the case and we refer to these altered random variables as 

"Signum" random variables.    More precisely, recall that the Signum functions 

Ö ,    l^u<Q    define a functional assignment of + and -'s to all terms in the 

summand (23).    When restricted in the natural way to each subset of summands 

determined by the index set, say,  (^j> S  ) for any given j, each 0   determines 

an expectation for a new random variable that is derived from the old one by 

assigning the  so-determined + and - signs to sample points according to the 

overall 0 . u 

Thus, let 

(29) 

0 

dt 

t=i 1 u 
denote the new (signum) random term derived from     ^—»  d^ by assigning + and - 

signs to its sample points according to the overall assignment function 0 . 

Similarly we define the signum random variable 

(30) 

J 

M 
L t=l u. 

In terms of Athe signum random variables  (28) becomes: 
I   f J     r d       1 ] J     r J 

<31> -E EE Ed? 
1=1    j=i t=i 

xi 
)U 

J 
- Z     ^ ) ED1 

for 1 ^ u ^ Q and 

t=l 

llnlN, 

+  ( 
u 

« u K 
n 

- w     + v 
o 0 

and where 
U 

u 
= E      e (k^s^TTp* t rTp tl        uv i»    '       rikt       ^t 

^ 
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5»3     Primal ond Dual Linear ProGrarnmJnc Problems 

At this stage of development we present the linear programming equivalent 

of (l6) and its dual.    We find it convenient to introduce 

Z   =   - z'. 
n n 

We then obtain the following. 

Max 

subject 

Ea 

PRIMAL 

V1   ^t ^ rM     L L E d" \ x. +    i >   r    - r 
i       N 

N 

2      0=1 t=l 
1     n=l     n       n-1       Z n-i ^  n 

t0 I fJ   r ^ 
M -E EE Ed J- 

i=i [j=i  L t=i j 

(32)      (b) Z-Pi   x 
1=1 

(c) 

(a) 

(e) 

and 

u j-i U-i . 
u 

K -w +v n    o    o 

+ LWu      £ i - :X 
h 

O^x.^ 1 

i£mLhJ 

i Cm [h] 

y, 

Irh 
^ o 

;      l^h£H 

l^h^H 

yhao 

Mi n     L 

DUAL 
J 
\ 

u.n \ C-J - u>n     '   b=i Äl 
h] +^k

r;VV   ^a-oc) +^ ^ ^ (v1)^ 

abject 

to J 

(a) Er      TF d—'   u.n ]   CLJ L )■ 

u 

J J  J 

1     ^^   h    h h     1 d=i 1    2 j=i t=i   ^ 

. i^i^i 
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(c) Tr 
u      u'n 
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-\ +m
h\>0 ;    li.h4.H 

= rn-rn-l     '    1<n'iM 

(d)      ru.n'-'l^'K'K       *°- 
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3»h     Risk Interprotntions and Equivnlences of the Model 

Observe that the dual variables   T        are associated with the supporting u,n ^ 0 

hyporplane constraints and that these are derived as equivalences for the need 

to maintain liquidity.    While Q is very large we would expect many of the 

inequalities (a) in (32) to be redundant for any particular optimal solution 

x.   ,    l-i'-I    and Z  ,    lLni_N.    Observe also that     /        T   „    =     n        n-1 i ' n' ^f       u,n        ~  

implying that the non-zero   ' 's, for each n, partition the average difference 

in borrowing at levels    K    _ and   K  .    The non-zero    ' delimit periods when to n-1 n u,n ^ 

borrowing may take place at lower or at higher levels.    This is so because an 

assignment of + and -'s via 0   permit or forbid borrowing via the term in 

brackets in (28) and its effect on the expectation of the absolute value in 

(23) and finally its equivalent impact on total debt outstanding in any period. 

At the time of actual implementation of an optimal solution x.   ,    lt.ir:.I, 

borrowing may only be permitted in certain periods as determined by the binding 
J 

supporting hyperplane constraints, in particular the terms J)   g 

for each i and periods J. J55^ t=l u 

Observe also that the dual variable U is associated with the original 

payback constraint, and the dual variables    ^h    ,  7^    are associated with the 

"adjoined"  constraints.    The quantity: 

u'n J=l   I>1   Ju h .h     h 

represents a risk premium which must be met by the project in order for it to 

be adopted.    Note that this quantity may be positive, negative, or zero.    That 

is, the term "risk premium"  is to be regarded as generic and may in fact 

represent a risk subsidy to a project. 
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WG need to examine  this in more detail in order to indicate the nature of the 

different kinds of rink involved and so we proceed to a term-by-term interpre- 

tation as  follows: 

y   * l~y E y dt 

(i) 'me    L r   1  h    f, i 
u,n      '     I    j=l    - t=l 

term reflects the entire 
u " 

selection of projects and admissible lines of credit in what periods and up to 

vihat amounts.    This quantity may be positive, negative, or zero.    Ulis term is 

a function of the probability of borrowing.    It arises directly from the need 

to maintain liquidity. 

(a) If this term is positive, then borrowing is not required (as a tendency) 

and therefore a smaller risk premium is required, 

(b) If the sum is negative, then there is a tendency for borrowing in restricted 

periods and therefore the premium is larger. 

(ii) The LJ P.  term represents the risk premium required of a project if every 

project is individually required to have at least a probability GC    of payback. 

It is independent of other projects. 

(iii) The remaining terms consist of a positive and a negative term in the dual 

variables 'ih     and    TJ      .    The values of   V     and  7?     derive from the dual 
'h ^ h h 

constraints (3 3b), viiich must hold as equalities when the associated y,   is 

non-zero in optimum solution.    These   /?      and   '(    variables arise, respectively, vh h 
from the primal constraints (32d) and (32e) \ghich are lower and upper limits, 

respectively, on the y   variables.    The     ^      and   ^   represent then an increase 

(if2     /'   ^2   '/ ) or a decrease  (if^    ^ ^ )      ^( ) in ^e risk premium required 
h       h    h      h h     h    h       h 

of an individual project, and thir:!  increase or decrease arises throu^i the effect 

of the variables y  , which represent the  interactions between projects. 
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Dual conntruint (33b) muüt hold as an equality when any y.   Is positive 

(y, ^0 implies that some of the associated x.^O).    This relationship 

allows us to examine more directly the effect of the Q.   coefficients.    We 

want to show how these Q.   terms can be interpreted to indicate the character- 

istics of the projects with which they are associated. 

These Q.   values, we note, are simply summations of Joint and individual 

probability terms.    Consider, e.g., a binomial coefficient (e.g., m = 2). 

2k/ The coefficient, Q.   is determined as — 

\   =    (PAB-PA-V 

If the non-payback probability of the two projects adopted jointly is less 

than the sum of the  individual non-payback probabilities, a   will be negative. 

If the non-payback probability of the two projects adopted jointly is greater 

than the sum of the individual non-payback probabilities, Q.   will be positive. 

If for a particular non-zero y,, the associated Qu    0» then the risk 

premium required for acceptance of all projects in the set represented by the 

y.   is increased by the amount ( 7/    -    TTh) t a positive quantity.-'   In other 

words, the premium required, in terms of expected present value, for acceptance 

of a project Increases if the non-payback probability as part of a group is 

large compared to its non-payback probability as an individual project. 

As the value of   Q.   decreases, the quantity \TL -m. T{.) and therefore 

the quantity ( 7? h "  VO» n1113^ likewise decrease,    so that 

2h/   The determination of n     order coefficients Is detailed in Appendix A 

£5/   For y i 0,  (33b) must hold as on equality, which requires that   L  u   ■■ 
/,+*.. rtuT~* Since   U ^ 0, and m is a positive integer, this means that 

+*^      r-*       or equlvalently    (    ^^   /Th)^0- 
f\h h 
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üiu rijjk premium required for acceptance of the projeeta In a partJcular 

set, h, is a decreasing function of Ci.   When ö   ic a sufficiently larce 

negative value,  the quantity (T]       " ^ü ) wül become neßative.    In other 

words, the risk premium required for acceptance of a project decreases if the 

non-payback probability as part of a group is small compared to its non-payback 

probability as an individual project.    These dual variables    Tl.       and   Tl" 
n n 

are mear.ui'CG of the portfolio effects associated with the acceptance of any 

particular sot of projects. 

To simpliiy matters vre may assume that dispersion or some related measure 

such as variance, coefficient of variation, etc., is used to represent risk. 

The existence of these portfolio effects follows directly from the fact that 

the dispersion measure of the distribution of the sum of a number of 

stochastically independent variables is generally not equal to the sum of 

the dispersion measures of the variables.    Consequently,  if the accepted 

portfolio consists of more than a single project, the probability that the 

sum of certain of these stochastic cash flows will not achieve a specifiec 

level cannot be measured as a linear sum of individual project attributes, 

but must take into consideration the entire set of accepted projects.    Thi; 

effect is precisely measured by the    values     of the dual variables,    U 

and T]       .    These  TL    and U   , then, represent the effects of the accept;. 

of each project on the hurdle viiich other Drojects must pass in order to be 

accepted. 

Evidently,  the portfolio effects involve interactions between difffercrU 

projects and their risk-return relations.    Nevertheless, we have    by our 

transformation separated out the specific effect of the selection of one 

project on the selection of all others.    We may also note that the existence 

of these dual variables is  in no way related to the degree of interdepend Mcy 

of specific projects.    Thus we may impute  these portfolio effects for a 

specific project selection even though it consists of a mixture of statist colly 

independent and intcrdependont projects. 
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In general, v*ien selecting a portfolio from a large group of projects, 

any individual project i will be related to a maximum of (2    - 1) non-zero 
it 

values of y* (where N is the total number of non-zero x.) through the primal 
h l 

constraints  (32d) and (32e).    These y   will in general have both positive and 

negative Q.   values associated with them.    For each non-zero y*,  dual constraint 
n h- 

(33b) must hold as an equality, requiring that, vhen LJ     is non-zero, 

7/   or /]"     ,  or both,  be non-zero. 
lh       (h 

Thus, \jhen the risk (payback) constraint (32b) is binding,   ("which is 
•K -■* jt ■ 

implied by L.    ^ 0   ), each y* > 0 will give rise to a 7"/ ^   0   , a 7?   ^   0        or 
+* -*  h h h 

both.    These  Tj        and    77      "then are additive terms which modify the risk 
(h (h 

premium required for project acceptance on the basis of the project's 

contribution to (or detraction from) the desirability of the portfolio in terms 

of risk. 

Since we do not know a priori ■which constraint terms will be non-zero at 

the optimum, we have no way of determining the net portfolio effect on a 

particular project prior to  finding the optimum solution.    However,   there are 

characteristics of projects "vÄiich will tend to be displayed in these portfolio 

effect variables, and these have been explored in /"3/, 

Relationship ( 33a) also implies that money is interest free in any year that 

outstanding debt is not expected.    Thus,  if borrowing is never required, i.e., a.lll'      = 0, 

then any project with net cash flows  (plus horizon asset value) which equal the required 

risk premium would be desirable.    We observe that the dual constraint associated 

with each x.   is  (33a) where the individual terms in the last summation are zero 

for any j in which no outstanding debt is expected. 

In order lor a project to be accepted (33a) must hold as an equality,  i,Q., 

u,n 

(35) ^rjT.Efel ^+ K+1 («= ai+ L Edi+? kkEdi- 
u,n   u>n|  j==l [t=l 

h "   " *     j=l 
u 
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This expression states clearly the criteria for project acceptance.    The 

expected sum of cash flows during the planning period plus the value of the 

asset at the end of the period must be sufficient to cover the payback risk 

premium plus  (the marginal interest rate times the expected accumulative 

project deficit) and less  (the marginal interest rate times the expected 

project surplus) for any year in vihich the firm is in debt. 

Thus, a project viiich had an expected accumulative cash surplus in a 

year vjhen expected borrowing was high could be desirable even though its 

expected total net cash flow was a very small positive quantity or even 

negative.    A project with net negative cash flow would never be adopted,  of 

course, unless the inflows preceded the outflows,  since otherwise the firm 

would be ahead by simply holding cash«    Such a project is,  in essence,  a loan 

vdierein the firm obtains funds when needed and repays a larger amount later. 

If the firm can lend money, say at the rate rL, we need only add another 

expression to the objective of (l6), expressing the expected interest earned 

for each period.    By the same arguments presented earlier, the expected loans 

outstanding during a period will be 

v. = E 2      iY   T d"? x.  + V" D, + w    ■- v    ) + '?v^^ 11 ^ j        o        o 
j     i J 

+    i L L 4 \ + £ ^ + wo - Voi 
0 i 0 

The interest on this is then given by 

rL  E ■I (V v d^ x. i- y 
J  i 

[\  + w 
J   o 

j i        3 
o 
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!IMs earned interest term will be non-zero only in periods during which the 

expected value of loans outstanding is positive.    These periods, of course, 

are those in vÄiich the expected value of outstanding debt is zero, since the 

firm will not lend and borrow funds during the same period. 

Thus, the functional under these conditions would contain either a non- 

zero loan or a non-zero debt term for each period, and the dual constraint 

(33a) would then have a non-zero interest term for each period. 

The dual conditions for project acceptance will not require that the 

left hand side of (35)    be larger to the extent that a project shows a negative 

cumulative cash flow during years when the firm as a v*iole shows a cumulative 

cash surplus.    Thus, when there is no profitable use for surplus funds, the 

individual projects are not penalized for not generating them when the firm 

as a "vAiole generates them. 

Similarly, these same conditions permit acceptance of an individual 

project with a lower value (asdetermined by d.  + L E (d.)  )  if it shows a 1      j 1 

positive cumulative cash flow during years when the firm as a whole shows a 

cumulative cash surplus, thus allowing for the opportunity of lending these 

surplus funds at interest. 

Extension of this model to allow for project adoption in any period 

during the total planning period leaves our essential conclusions unchanged. 

Bie criterion for project acceptance remains the same, except that a project 

rejected for adoption in the initial period may now be adopted in a later 

period.    This means that there will be a dual constraint of the form (33a) 

for each period for each project, and a project vAiich does not meet this 

criterion of (35) during the first period may meet it during a later period 

due to a reduction in the interest term 
J   k 

^  I! n E (d*) 
N     k=a t=l       i 



-40- 
- 

If we consider project acceptance In any period, the cumulative cash flow of 

a project In the periods prior to its Initiation Is zero, so that the applicable 

Interest penalties (or subsidies) are those starting with the period of project 

Initiation.   If the availability of very desirable projects causes a large out- 

standing debt during early periods, this may lead to the rejection of some 

projects in early periods and their acceptance in later periods when the interest 

term of (35) is smaller in magnitude. 

6.      The Integer Requirements 

To the extent that an ordinary linear programming solution to our risk 
# 

model contains fractional values for some of the x. ., the solution Is not wholly 

meaningful insofar as the related projects must be accepted or rejected on toto. 

In general it should be expected that some fractional values will be present. 

In order to determine a usable solution, a number of possible courses of action 

exist. 

One option is to adopt fully all projects which are fractionally accepted. 

This will generally require a violation of some of the original constraints 

Imposed on the selection. However, the constraints the firm faces In the capital 

budgeting situation are typically of a policy nature, rather than being 

26/ associated with rigidly limited resource supplies. -^    Consequently, It is 

frequently possible to relax them, and adopt a program which is non-feasible 

with the original constraint limitations.    The relevant management question is 

then .o determine the possible gains to be achieved by a relaxation, and for 

this information we may look to the dual variables associated with the real 

constraints of our problem. 

2£/   See for Instance   /" 16 _7,   [ 29 J, and/" 33^7.   it is assumed that these 
"round*off" approaches do not cause really huge alterations In the   budgets. 
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We know from the duality theory of linear programming that the dual 

variables associated with these real constraints are the shadow prices of 

the constraints.   A firm may therefore determine the potential profitability 

of each possible constraint relaxation and decide accordingly whether such a 

relaxation is in order. 

If such a relaxation does not provide an acceptable Integer solution, we 

may turn to Integer programming methods   ** to achieve a final solution.   This 

means that, in general, some of the fractionally accepted projects will be 

fully accepted, while others will be rejected. 

This latter conclusion means that the relationship defined by (35) is 

not sufficient to discriminate between accepted and rejected projects.   This 

implies that a system of subsidies and/or penalties must be Imposed on the 

projects in order to have an unambiguous division between the accepted and 

the rejected projects.   In Appendix B we attempt to determine more specifically 

the nature of these subsidies and penalties by reference to recent theoretical 

work by Egon Balas [\J in the duality relations of integer programs. 

But we now note that one conclusion which can be drawn from Balas* /l_7 

work is that for the normal capital budgeting problem only penalties will exist. 

We note that since the feasible space for the linear programming problem in- 

cludes at least all points in the feasible space of the original problem, the 

value of the functional in the integer solution will be no greater than its 

value in the fractional solution. 

The dual conditions for project acceptance, as given by (35)» indicate 

that any project vhich meets these conditions is acceptable for inclusion in 

22/   For example Gormory's Cutting Plane approach, Balas' algorithm, etc. 



-42- 

a chosen portfolio.    If (35) holds as a strict inequality, the project is in 

fact so desirable that it would be profitable to adopt more of the same type 

of project, if this were possible.    If (35) holds as an equality, it means 

that a project with this level of expected flows is marginally acceptable, 

and the x... value for this project may be fractional in the optimal solution 

due to funds for its adoption being limited by a budget constraint or pay- 

back constraint.    The conditions for acceptance defined by (35) are unaffected 

by the integrality requirement.    If a project does not satisfy this criterion 

it cannot be profitably included in any portfolio.   However, some projects 

which meet this criterion will have to be rejected.    In terms of Balas' /"l_7 

integer duality theory, a penalty must be applied to these projects.    This 

penalty would then appear as a positive term on the rigjit hand side of (33a) 

and, consequently on the left hand side of (35), so that these projects would 

then no longer satisfy the acceptability criterion. 

7.     Implications. 

The model of capital budgeting under risk presented here leads us to 

conclude that many traditional methods for dealing with risk, such as in- 

creasing the discount rate on individual projects, can lead to less than 

optimum investment selections.    A fortiori this is likely to be the case when 

portfolios are involved since, then, the premiums on all other projects 

must be considered before establishing the net adjustment amounts on each 

project under consideration. 

Our linear programming model brings out quite clearly the risk premiums 

required of individual projects when constraints are imposed to limit the risks 

to be admitted.    It also indicates that these premiums should frequently be 

adjusted, either higher or lower, based on the contribution of the individual 
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prejects as ports of a portfolio.    The fact that the dual linear programming 

problem gives us a direct additive formulation of the conditions required for 

acceptance of an individual project does not Justify effecting such risk 

adjustments on a one-at-a-time basis relative to some assumed (or bogey) rate 

of interest, even »hen the conditions for integrality are waived.   As we have 

seen, the portfolio effect can constitute a substantial part of the "hurdle" a 

project must pass for acceptance and this, in turn, depends on the optimum 

portfolio composition (or mix) allowed by the constraints.    In fact, this adjustment 

may be negative and this negative adjustment value may even be large enougfr co 

make a project desirable even thou^i it has a negative total expected cash flow. 

This model has other useful features, particularly in the area of deter- 
* 

mining possible trade-offs.   The value of  U , for instance, provides a measure 

of the extent to vftiich the value of the functional might be improved in return 

for a relaxation in the payback constraint.   Similar dual evaluators will exist 

for other chance constraints which may be imposed, and again these will offer 

direct access to the profit which is sacrificed in order to constrain the risks 

to the specified levels.    Since the model presented here allows for cash flows 

to be described by arbitrary discrete distributions, it would be appropriate 

for situations where the estimated probability distributions of cash flows 

were appreciably asymmetric, multi-modal, etc. 

The broader implications of ihis model for decentralized decision making, 

as well as the indicated relationship of project interdependence to the port- 

folio effect area discused in some detail in flj* 
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APPENDIX A 

Computation of Probabilities 

If, in a particular solution, the highest order non-zero term is of 

order n, ve can define the decision variables  in that term as the set N. 

Then all terms of lower order than n in viiich the decision variables are 

subsets of N will also be non-zero.    There will be n terms of order (n-l)> 

n(n-l)/2 terms of order (n-2), etc., to n terms of order 1.    This means 

that a function equal to the sum of the various one-project, two-project, 

three-project, etc. probabilities will be double-counting the probabilities. 

With the probabilities expressed as we have noted, the value of the highest 

order non-zero term represents the total probability of achieving the 

specified level.    However, all the lower order terms containing x. only of 

accepted projects are also non-zero.    Consequently, to have a function 

represent the true probability, each term must subtract the scalar value of 

the next lower order terms from the total value of the function. 

We now proceed to develop this expression analytically by first extend- 

ing our definition of P as follows.    Let N = (l,2,  ..., l), the set of all 

projects and A ^- N, that is A is a collection of projects.    Let 

P   = the probability of achieving a negative cash flow in T periods 

if only projects  in A are initiated and all other projects (N-A) are rejected. 

When A = d   , the empty set, P ,   = the probability of achieving a negative 
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We now simplify the expression of p(x) inductively term by term starting 

with n = 1.    The I first order terms in the expression are   L   P. x.   .    If any 

one project, say A, accepted, the result is x. = 1 and the expression becomes 

equal to P..    The (l(l-l)/2) second order terms are 
A     y 

i,m     (pim " Pi " V xid xirg 
vftiere the summation is over sub&cripts,  i and m.    Note, we are still requiring 

integer values only, 0£ x. '   1.    Hence,  if any two projects, A and B, are 

accepted, three terms will be non-zero, and the P., P   values in the second order 

term will exactly cancel the two non-zero, first order terms.    Similarly, the 

(l(l-l)    (l-2)/6) third order terms must be: 

J    L      (P.      - P.    - P.    - P     + P. + P   + P )   >:. . x . x  . l,m,m imn       im       in       mn       i       m       n'      ij    mj    nj 

If any three projects are accepted, then three second order terms will be 

non-zero and the corresponding probabilities must be cancelled.    However, the 

sum of the three second order terms contains each of the single-project 

probabilities twice, and so these must be added to the third order terms.    The 

higher order terms are formed in a similar manner, subtracting and adding the 

lower order probabilities in order form n-1, n-2, etc., to 1. 

The general form of these expressions is then: 

~    0 

7T    x, 
i€ R       i o 

where n(A) = the number of elements of A and where R   Q I ranges over all 

possible subsets of projects under consideration.    Since Pv = 0, this term need 

never appear in the problem.    We shall define 

QR   =        Z        PA   (-l)n(A)   (-l)n(V , for example, 
o AcR * 1-, 
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cash flow in T periods if no projects are accepted ■ 0. 

Let P.  T    ,  for i not in A, ^e defined as P   - =» P     - P.  1 

Similarly   PA  ? 7 = PÄ    - ^A  4    ■ P
A   -i    + P

A  ^   ^    lAien *■ and J are t)oth not in 

A.    In this manner we obtain the general definition of P.  g   when A^B = ^, 

that is A and B are disjoint subsets of N. 

The following lemma, viiose proof we omit, follows from our definition of 

the "-" notation 

Lemma 1.    Let Y be any subset of N. 

^  AL   PA, Y^: = 0- 

If B is disjoint from Y,  then      J] P ——   ■ P^S.. 
Aj-v B»A»     Y"A B 

For each selection of the decision vector x = (x.» x ,..., x ), 

vhere x. = 1 if project i is accepted and x. = 0   if project i is rejected, 

we define p(x) to be the probability of achieving a negative cash flow in 

T periods given x. 

Proposition 1 p(x) as defined above is given by: >•■. 

^ P
ä    ITT       fTT (i-xJJ?» where by convention      71     (1-x) - 1. 

AcN A, W"A JeN-A 0 j-,0 

Proof.    Given A c N,   A   yf 0, set x? = 1 if iCA     and x° = 0 if ij^A o'o'^' 1 0 i r 

Then we must show that p(x ) = PA    •    To do this, first observe that 
o 

rr 

o 

N_A    (1-x ) ^ 0<—>N-A^N-Ao^    >   Ao Ao.    Since Ao / 0,        ^ (l-x ) = 0, 

and it follows that p(x ) =        L      PA xrr " ^        p  • 
A^A      A,    A ASA      rA  , A-A  ,    N-A o o       o'        o' 

But as A ran^os over subsets containing A    (A2A ) , A-A   ranges over all 

subsets of N-A   ,  as does N-A, o 
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Therefore     p(x0) = E ^   and aPP^111^ LeinmQ 1» 
Qc N-Ao  

Ao,  Q,   (N-Ao) - Q 

with y ■ N-A yields  p(x ) = PA . The only remaining case occurs with 
o Ao 

A = 0 . In this case   7T  U-x.) = 1 and p(x0) =    Z  PA FT   = 0» 
0 i)fN    J A£N  A,W"A 

vdiich is what is required, Q. E, D. 

This gives 
Q  s (P.  . p. - p ) 
im  N im   i   m7 

Q4  = (P.   - P.  - P,  - P  + P. + P + P ) 
imn  x imn   im   in   mn   i   m   n' 

and so on. 

The construction of a probability function for a large group of projects 

then requires first the computation of the probability of each of the possible 

mutually exclusive outcomes which meets the specified level of cash flow 

(e.g., for payback). But the determination of the probabilities associated 

with each pair, triad, etc., of projects is less difficult than it appears. 

If the various individual project cash flows are ordered on the basis of scalar 

value within each period and each project, the Joint probabilities can be 

determined by starting at the maximum (or minimum) values of cash flows and 

continuing in order until the cash flow value (D ) does not meet (or first s 

achieves) the specified level. 

In practical applications this should result in substantially less 

computational effort than would be required to determine the probabilities of 

all possible outcomes.    To put this differently, this simplification arises as 

a reflection of our concern with only one side of the probability distribution 

of outcomes. -' 

28/   E.g., as distinguished from other approaches which utilize such measures BJ 
the variance or coefficient of variation in outcomes, etc.    See e.g., the 
discussion of the concept of semi-variance in £zoJ> pp. 188-201. 



A-5 

Coriüicler the data presented below.    We wioh to determine the probability 

of achieving payback in one year for all possible decisions.    We do this by 

determining the  investment required for each possible decision,, then determining 

the cash  flow combinations which equal or exceed the investment, and finally 

determining the probability of each of these cash flow combinations. 

The estimates of cash flow, with associated probabilities of occurrence, are 
Project 1 Project 2 Project 3 

Cash Proba- 

flow bility 

4 k 
Psl 

1st 2 .3 
year 3 

5 
.5 
.2 

2nd 
year 

2 
k 
5 

.5 

.1 

3rd 
year 

1 
3 
6 

.3 

.6 

.1 

Cost 
*i 

= -6 

Cash      Proba- Cash      Proba- 

flow      bility flow     bility 

do P s2 ^s2 
3 .h 
5 .5 
7 .1 

2 .5 
5 .h 
6 .1 

1 ,h 
3 .5 
5 .1 

d°   =-5 

^k k d 
s3 Ps3 
3 .k 
5 .5 
7 .1 

3 .k 
5 .5 
7 .1 

2 .3 
3 .U 
k .3 

i = -7 

Wo assume T = 1.    We then develop a risk constraint by requiring payback within 

one year with a probability of at least /-o(. 
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The results for the example problem are tabulated below. 

(i) 
Decision 

(projects 
adopted) 

1,2,3 

1,2 

1,3 

2,3 

1 

2 

(2) 
Investment 

18 

(3) 
Cash flow combinations 
which achieve payback 

*1     *   A1 A1 
d31 + d32 + d33 

11 A1       - A*- 
d31 + d32 

13 none 

12 a32 
+ d33 

d32 
+ d23 

d22 
+ d33 

6 none 

5 .1 

l32 

33 

W 
Probability 

of (3) 

(5) 
Total 
Prob. 

U)(.2) 

0 

(.l)(.l) 

(.1)(.5) 

(.5)(.l) 

0 

.5 

.1 

.1 

.02 

.11 

0 

.6 

.1 

(6) 

P-l-(5) 

(.2)(.l)(.l)        .002     .998 

.98 

1.0 

.89 

1.0 

M 

.9 
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Note  that In computing ruch a mecmuro we need not evaluütc exhaustively 

all possible combinations ol* oulcomec.    In thin example, there are a total of 

6'i -^ different mutually exclusive outcomes, yet ve need compute the outcome 

and probability of only ten of tiiese.    As an example of the computational 

routine coruvidcr the decision to adopt all three projects.    The outflow for this 

decision is 18.   We start with the highest positive level of cash flow estimated 

111 
for each project, d       + ^ o    + ^ o*   ^e ^now "t^lat ^ ^:1^S combination does not 

achieve our specified level, then no other combination of flows will.   We find 

that d ..    + d       + d     = 19, since 19 - 18 = 1, we know that if the next lower 

level, any combination containing it will not achieve the specified condition. 

By inspection this proves to be the case. 

The same procedure applies to the various possible combinations of two 

adopted projects and one adopted project.   With no project adopted, the proba- 

bility of achieving payback is, of course, 1. 

We observe that with this approach, the probabilities of all possible 

outcomos after a decision is made must sum to 1.    Therefore, in determining 

the probability of achieving a specified level, we may compute either the 

probability of achieving it or the probability of not achieving it.    Since 

these two events include all possible outcomes and are mutually exclusive, 

their sum is 1.    Consequently, we need to compute at most the probabilities 

of one-half the total number of possible outcomes to determine the appropriate 

coefficients for a chance constraint of this type. 

22/   The sum of 27 possible outcomes if throe projects are adopted, 27 if two 
arc adopted,  9 if OI1G is adopted, and 1 outcome  if no project is adopted. 
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APPENDIX B 

Duality Relations of Integer Programs 

The interpretation of a subsidy-penalty system In programs such as 

our formulation of  the capital budgeting problem obtains via Egon Balas work 

in l_ !__/.    Balas provides  a dual to  the mixed integer linear program 

Maximize ex 

Subjeet to Ax  £   b 

x.   ^    0, j = 1,...,N 

x. integer,        j C N  , N   £   N 

as 

{ 
'i 

max       min 1   1 ub - v   x 
x           u 

Subject to uA - v = c 

u, x   ^   0 

x. integer, t£\ 

unconstrained, i£\ 

^   o, dCN, 

VDiereas in the ordinary linear programming problem we are looking for a 

feasible solution to the primal with the property that the associated solution 

to the dual is also feasible, we may observe that in the integer problem that 

the dual comes "as close as possible" to satisfying the dual constraints.    The 

dual slack variables, v. corresponding to an integer constrained primal variable 

are unconstrained.    Therefore, the dual constraints may be "violated"  (in the 

normal sense of a linear program) when v.^   0.    This degree of violation, however, 
u 

appears in the dual functional, so that the value of the functional is "adjusted" 

to correspond to the "gap" between the non-integer optimum and the integer 

optimum. 
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This ßivcü rise to a generalized shadow price system consisting of non- 

negative prico:-. u.  associated with euch constraint i, and subsidies or pen- 

alties v, associated with each intoßcr variable .j.    The actual values of these 

subsidies or penalties   (vrtrich we shall denote  as   "Balas type subsidies") can be 

determined from the  integer solution to the linear program,    Balas shows 

30/ 
further -/   that for a model such as ours, viherein there are no requirements 

of discreteness on the dual variables, that for the vector x of integer variables 

(uA    -     c    - v) x = 0 

where v is the vector of subsidies and penalties assigned to the integer 

variables. 

For our model (l6), this relationship takes on the specific form 

(36)      \i Pi   +     v      ( 7)+ -r")   +    /i.      - d.    -     Z  E (dj) - 

h    h J^   1 t     * 
rN Z       I        E    (d.) - v 

j=l   t=l 
x. = 0 

1 

The capital budgeting problem is a special case of discrete programming, 

since the variables are permitted to take on only the discrete values of 0 

and 1.    The unity upper bounds restrict those variables for which the ordinary 

fractional solution would be x, 3k 1, so that in order to achieve an integer 

solution we need only adjust certain fractional variables to a value of 1 or 0. 

If we are requiring that the integer solution be primal feasible, then 

the  optimal integer  solution must have a smaller objective than the optimal 

fractional solution by the  amount v    x  .    These v. values will be associated 

with x. which must be reduced below their optimum fractional values  (i.e.,  to 

l)>   ( 3u)  is satisfied with v,  = 0, since  03a ) holds as an equality at the 

32/   Z~   1   _7> P- ^-:,C). 
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fractional optimum. 

We muy observe that any v. '   0 will be sufficient to require x. = 0 if 

(35) is fulfilled as on equality in the fractional solution.    However, to 

determine the actual values of v. which will achieve true duality, we must 

first find the optimal integer solution. 

In the capital budgeting case, then, rather than a mixture of penalties 

and subsidies, the v. will in general represent only penalties.    The existence 
J 

of such penalties is a substantial block to decentralized de eis ion-making in 

the capital budgeting area, since these penalties are a result of the optimi- 

zation, and are not available prior to determination of the optimum program. 

These penalties are created by the integer requirements, and will, in 

general, bear no relationship to the penalties and subsidies of our previous 

development represented by the dual variables 7|    and T)       , which arise 

from completely independent sources. 
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